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Remote detection technique can increase sensitivity of an NMR experiment by several orders of magni-
tude in microfluidic applications. Travel time experiment is a basic remote detection NMR experiment,
which reveals the travel time distribution of the molecules flowing from the encoding coil region to
the detector. In this article, we focus on analyzing how flow type (Poiseuille or plug flow), diffusion,
dispersion and geometry of the flow channels are manifested in the travel time curves measured from
microfluidic channels. We demonstrate that remote detection travel time experiment could be used even
as an alternative NMR method for measuring self-diffusion coefficient of a fluid without magnetic field
gradients. In addition, we introduce a modified travel time pulse sequence, which removes the signal
of unencoded fluid spins as well as the background signal arising from the material inside or close to
the detector.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

Microfluidics deals with the control and manipulation of fluids
in channels with dimensions below one millimeter [1]. Small
dimensions enable, for instance, efficient heat exchange and pre-
cise control of chemical reactions, and therefore microfluidics offer
substantial promises for future technologies. Applications of
microfluidic systems are already diverse ranging from the analysis
of DNA and proteins to examination and manipulation of samples
containing a single cell [2–4].

In principle, NMR is an optimal method for investigating micro-
fluidic flow behavior, because it provides versatile spatial, dynamic
and spectroscopic information, it does not require addition of
markers, and the devices under investigation do not need to be
transparent [5,6]. However, typically the dimensions of the fluid
channels in a microfluidic device are several orders of magnitude
smaller than the dimensions of the whole device, and hence the
sensitivity of an NMR experiment performed with a large coil
around the device is very poor because of low filling factor and
low sensitivity of the large coil. The sensitivity can be increased
by fabricating planar microcoils directly on the microfluidic device
[7–9] or using a large surface coil set on top of a planar microfluidic
device [10]. Contrary to the previous techniques, remote detection
(RD) NMR enables investigating the whole microfluidic device
volume with optimized detection sensitivity.
ll rights reserved.

elkki).
In RD NMR, the information about a sample is encoded in the
spin coherences of a probe fluid, and thereafter the probe fluid is
transported to a different location outside the sample for observing
the NMR signal [11]. Usually, the encoding is carried out by a large
coil around the sample, and the detection is performed by another,
smaller and more sensitive coil with optimized filling factor. In
some cases, especially in low field applications, alternative detec-
tion methods such as atomic magnetometry are used [12–14]. RD
NMR provides also time-of-flight (TOF) information as the probe
molecules encoded in different parts of the sample arrive in the
detector at different times. The encoding may cover spectroscopic,
spatial or dynamic information. If the encoding step corresponds to
the phase encoding in a conventional MRI experiment, it is possible
to obtain 3D TOF images about the fluid flow that reveal the flow
paths and dispersion of fluid molecules [15]. RD NMR has been
used to characterize porous media [11,16,17], rocks [15], mem-
branes [18], microfluidic devices [19–23] and wood [24], and it
has also been applied in monitoring spin coherence transfer in
chemical transformations [25], relaxation measurements [26] and
gas extraction applications [27].

In the RD NMR experiments presented in this article, the encod-
ing of spin coherences is performed with a large birdcage coil
around a microfluidic device, and detection is carried out by a
small solenoid coil, whose sensitivity is 600 times better than that
of the encoding coil [23]. The sensitivity boost given by RD tech-
nique is enough for measuring signal from thermally polarized
water but not enough for observing signal from thermally polar-
ized propane gas, whose molecular number density is three orders

http://dx.doi.org/10.1016/j.jmr.2011.03.011
mailto:ville-veikko.telkki@oulu.fi
http://dx.doi.org/10.1016/j.jmr.2011.03.011
http://www.sciencedirect.com/science/journal/10907807
http://www.elsevier.com/locate/jmr


V.-V. Telkki, V.V. Zhivonitko / Journal of Magnetic Resonance 210 (2011) 238–245 239
of magnitude smaller than that of water. Additional sensitivity
boost (80-fold as compared with thermally polarized gas), that
enables performing the gas phase experiments, is obtained by
utilizing the parahydrogen-induced polarization (PHIP) technique
[28,29] based on heterogeneous hydrogenation reaction
[23,30–33].

Typically, one of the first steps in RD NMR investigations is to
determine the travel time distribution of the probe molecules flow-
ing from the encoding coil region to the detector. In the original
travel time experiment [11], the magnetization of the probe fluid
inside the encoding coil is first inverted by a p-pulse and then
the arrival of the encoded molecules in the detector is observed
applying a train of p/2-pulses (Fig. 2a). The decrease in the ampli-
tude of the observed signal indicates when the inverted spins ar-
rive in the detector, and therefore the measured signal as a
function of the travel time (travel time curve) reveals the travel
time distribution. Here, we present travel time curves measured
from several microfluidic systems and analyze what kind of infor-
mation about the flow type, diffusion, dispersion and geometry of
the flow channels they contain. In addition, we introduce an alter-
native, modified travel time pulse sequence, which removes the
signal of unencoded probe fluid spins as well as the background
signal arising from the solid material inside or close to the detector.

2. Theoretical analysis

2.1. Definition of travel time distribution

Consider one-dimensional flow of the probe fluid in the x direc-
tion. Assume that the detector is a point-like object at x0, and t is
the time taken by a probe fluid molecule to travel from the encod-
ing coil region to the detector. The travel time distribution can be
defined to be the total probability, W(x0, t), of finding an encoded
spin at position x0 at time t, which can be represented as [5]

Wðx0; tÞ ¼
Z

Wðx;0ÞPðxjx0; tÞdx ð1Þ

Here, W(x, 0) is in fact the concentration of the encoded spins right
after the encoding, and it is zero outside the encoding coil region.
Fig. 1. Poiseuille and plug flow in a cylindrical tubing. (a) A model system used in the cal
x = 58.8 mm. Velocities vlmax and vp were set to be 300 mm/s. Parabolic solid lines (Pois
initially at the left (x = 0 mm) and right (x = 35 mm) edge of the encoding coil 20 ms a
calculated by Eqs. (4) and (5). (c) Travel time distributions calculated by substituting Eq
We assume that W(x, 0) is normalized so that the total concentra-
tion including both encoded and unencoded spins at the detector
(x = x0) is one. P(x|x0, t) is the propagator, i.e., the probability that
the position of a molecule is x at time t if it was x0 at zero time.

In the general case, when dealing with three dimensional flow
and not a point-like detector, variables x and x0 are replaced by vec-
tors r and r0 in the travel time distribution function, and the func-
tion contains also integration of r0 variable over the detection
region:

WðtÞ ¼
Z Z

Wðr;0ÞPðrjr0; tÞdrdr0 ð2Þ

Like above, we assume that W(r, 0) is normalized so that the inte-
gral of the total concentration including both encoded and unen-
coded spins over the detector volume is one.

2.2. Travel time distribution of a fluid flowing in a capillary

Consider a simple RD experiment, in which the probe fluid is
flowing into positive x direction in a cylindrical capillary. An
encoding coil is around the capillary and a point-like detector is
at a certain distance away from the encoding coil as shown in
Fig. 1a. In the case of Poiseuille flow, the velocity of the molecules
as a function of the transverse distance r from the axis of the tubing
can be expressed by the Hagen–Poiseuille equation

v l ¼ v l max 1� r
R

� �2
� �

; ð3Þ

where vlmax is the maximum velocity and R is the radius of the cap-
illary. Therefore, one-dimensional propagator for the Poiseuille
flow, if self-diffusion is not taken into account, is [34,35]

Plðxjx0; tÞ ¼
1

v l maxt ; when x 6 x0 6 xþ v l maxt

0; elsewhere

(
; ð4Þ

i.e., the propagator a top-hat shape between x and x + vlmaxt. In the
case of plug flow, all the molecules have the same velocity vp, and
hence the propagator is

Ppðxjx0; tÞ ¼ dðx0 � x� vptÞ; ð5Þ
culations. The encoding coil region is 0 6 x 6 35 mm and the point-like detector is at
euille flow) and straight dashed lines (plug flow) show the positions of molecules
fter the encoding. (b) Propagators for the molecules initially at x = 0 at t = 20 ms
s. (4) and (5) to Eq. (1).



Fig. 2. Pulse sequence of the original travel time experiment (a) and modified travel
time experiment (b). In the modified travel time experiment, two different
experiments are carried out, from which one contains a p inversion pulse and
another does not, and the signals of the experiments are summed together.
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where d(x) is the Dirac delta function. The Poiseuille and plug flow
propagators are illustrated in Fig. 1b. The travel time distributions
for Poiseuille and plug flow calculated by substituting Eqs. (4) and
(5) into Eq. (1) are shown in Fig. 1c. Poiseuille flow travel time dis-
tribution is broad as the molecules in the center of the tubing arrive
rapidly in the detector whereas the travel time of the molecules
close to the surface is very long. The distribution has nonzero value
above t = (x0 � Dx)/vlmax, which is the time instance when the fastest
encoded spins at x = Dx during encoding arrive to the detector (Dx
is the length of the encoding coil region). The value of W(x0, t) is
always smaller than one because there are always both encoded
and unencoded spins in the detector. The distribution has its max-
imum value at t = x0/vlmax, physically corresponding to the time
instant when the first unencoded spins at x < 0 during encoding
arrive in the detector. The plug flow distribution is a top-hat func-
tion. The time instances corresponding to the left and right edge
of the distribution are t = (x0 � Dx)/vp and t = x0/vp, respectively.
Within this time region, the amplitude of the distribution is one
because the detector contains only encoded spins.

As the length of the detector used in the experiments is finite
(3 mm), the analysis of the travel time distribution should include
integration over detection region as shown in Eq. (2). However, the
travel time distributions resulted from the Monte Carlo simula-
tions (not shown) taking into account the finite detection volume
are in excellent agreement with the distributions calculated by
Eq. (1), showing that the point-like detector approximation is very
precise in the case of the current experimental setup, and therefore
Eq. (1) is used in the analysis instead of Eq. (2).
2.3. Original and modified travel time experiment

In the original travel time experiment, the magnetization in the
encoding coil region is inverted by a p-pulse, and then the ampli-
tude of the magnetization in the detector is monitored by a train of
p/2-pulses as shown in Fig. 2a. The encoded (inverted) spins give
negative contribution to the signal, which is proportional to
�W(x0, t), whereas the unencoded spins give positive contribution,
which is proportional to 1 �W(x0, t). Therefore, the normalized ob-
served amplitude in the original travel time experiment, Ao(t), is

AoðtÞ ¼ �Wðx0; tÞ þ ½1�Wðx0; tÞ� ¼ 1� 2Wðx0; tÞ; ð6Þ

from which one can resolve the travel time distribution function:

Wðx0; tÞ ¼ 1
2
½1� AoðtÞ�: ð7Þ

Modified travel time experiment comprises two different exper-
iments whose signals are added together as shown in Fig. 2b.
Experiment #1 contains a p inversion pulse. As the phase of the
detector p/2-pulses is �x, the encoded (inverted) spins give now
positive contribution to the signal (the detector phase is assumed
to be x), which is proportional to W(x0, t), whereas the unencoded
spins give negative contribution, which is proportional to
�[1 �W(x0, t)]. Experiment #2 does not contain the inversion
pulse. As the phase of the detector p/2 pulses is now x, all the spins
give positive contribution to the signal, and the normalized ob-
served amplitude is time independent, and its value is 1. Hence,
when the signals of experiments #1 and #2 are summed together,
the contribution of the unencoded spins disappear, and the nor-
malized observed amplitude is

AmðtÞ ¼ Wðx0; tÞ: ð8Þ

Eq. (8) shows that the observed amplitude function in the mod-
ified travel time experiment is directly the travel time distribution
function, i.e., no such inversion of the travel time curve as in the
case of the original travel time experiment is needed for resolving
the travel time distribution function. In addition, the signal arising
from the non-flowing spins inside or close to the detector is re-
moved. The phase cycling in the original and modified experiment
shown in Fig. 2 removes also residual transverse magnetization
induces by imperfect inversion pulse.
2.4. Effect of imperfect inversion pulse on travel time distribution

Next we consider the effect of imperfect inversion pulse on the
observed amplitude. Assume that the rotation angle caused by the
inversion pulse is (p–a) instead of p. In this case, the magnitude of
longitudinal magnetization after the inversion pulse is decreased
by the factor of cos(a) as compared with the case when the inver-
sion pulse is perfect. In the original travel time experiment, the ob-
served amplitude is now

Aoða; tÞ ¼ � cosðaÞWðx0; tÞ þ ½1�Wðx0; tÞ�

¼ 1� 2 cos2 a
2

� �
Wðx0; tÞ; ð9Þ

and hence the observed travel time distribution calculated accord-
ing to Eq. (7) is

Wobsðx0; tÞ ¼
1
2
½1� Aoða; tÞ� ¼ cos2 a

2

� �
Wðx0; tÞ: ð10Þ

In the modified travel time experiment, the signal amplitude of
the spins initially in the encoding region is proportional to
cos(a)W(x0, t) and W(x0, t) in the experiment #1 and #2, respec-
tively, and the observed amplitude is

Amða; tÞ ¼
1
2
½1þ cosðaÞ�Wðx0; tÞ ¼ cos2 a

2

� �
Wðx0; tÞ

� Wobsðx0; tÞ: ð11Þ

Hence, according to Eqs. (10) and (11), imperfect inversion
scales the travel time distribution by factor of cos2(a/2) both in
the original and modified travel time experiment.



Fig. 3. Experimental setup. Two first experiments described in the text did not
include the microfluidic chip, but, instead, the capillary led straightly through the
encoding coil region. ID and OD of the capillary are 150 and 365 lm, respectively.
The height and ID of the encoding coil are 35 and 25 mm, respectively. The
detection coil was made of 120 lm diameter copper wire, which was wound
around the outlet capillary. The length and ID of the coil were 3 mm and 365 lm,
respectively. The experiments were performed on a Bruker DSX300 spectrometer,
operating at a proton resonance frequency of 300 MHz and equipped with
microimaging accessories. The encoding was carried out with a Bruker Micro 2.5
imaging probe and the detection with a home-build detection probe. Other
experimental details are explained elsewhere [23].

V.-V. Telkki, V.V. Zhivonitko / Journal of Magnetic Resonance 210 (2011) 238–245 241
2.5. Normalization of the measured amplitude

Eq. (7) requires that the observed amplitude, Ao, in the original
travel time experiment is normalized so that when the detection
coil contains only non-inverted spins, Ao = 1. In practice, the nor-
malization can be realized by dividing the measured travel time
curve amplitudes by the amplitude of the signal of the correspond-
ing experiment that does not contain the inversion pulse or by the
amplitude of the signal measured before inverted spins have ar-
rived in the detector or after they have left the detector. The nor-
malization in the experiments shown below is performed
according to the last option.

Eq. (8), in turn, requires that the observed amplitude, Am, in the
modified travel time experiment is normalized so that when the
detection coil contains only encoded spins, Am = 1. Because of dis-
persion, typically there are always both encoded and unencoded
spins inside the detection coil, and therefore there is no direct
way to do the normalization. However, the normalization can be
performed indirectly by dividing the measured travel time curve
amplitudes by the amplitude of the signal of the corresponding
experiment in which experiment #2 in Fig. 2b is performed two
times and the observed signals are added together. The background
signal arising form stationary material is removed from the spectra
of the direct travel time experiment but not from the normaliza-
tion experiment, and this fact has to be taken into account in the
normalization. In the experiment shown below, we did not per-
form this kind of normalization; instead, we simply normalized
the maximum amplitude to be 1.

2.6. Effect of T1 relaxation on travel time distribution

The effect of spin–lattice (T1) relaxation on the observed travel
time distribution varies depending on whether the fluid contains
thermally polarized or hyperpolarized spins.

First, we assume that the spins are thermally polarized, and they
are in thermal equilibrium at the beginning of the experiment. Fur-
thermore, we assume that the strength of the external magnetic
field felt by the spins is constant during the experiment. After
the inversion pulse, the magnetization vector of the inverted spins
begins to evolve toward thermal equilibrium due to T1 relaxation,
and therefore the observed amplitude of the encoded spins is pro-
portional to [1 � 2exp(�t/T1)]W(x0, t). The magnetization vector of
the unencoded spins stay in the thermal equilibrium, and the ob-
served amplitude is proportional to 1 �W(x0, t). Hence, the overall
observed normalized amplitude is

AoðtÞ ¼ ½1� 2 expð�t=T1Þ�Wðx0; tÞ þ 1�Wðx0; tÞ
¼ 1� 2 expð�t=T1ÞWðx0; tÞ: ð12Þ

The observed travel time distribution calculated according to
Eq. (7) is

Wobsðx0; tÞ ¼
1
2
½1� Aoða; tÞ� ¼ expð�t=T1ÞWðx0; tÞ; ð13Þ

i.e., the travel time distribution is weighted by the exponential fac-
tor exp(�t/T1). It is straightforward to show that the observed nor-
malized amplitude in the modified experiment is

AmðtÞ ¼ expð�t=T1ÞWðx0; tÞ; ð14Þ

i.e., also in this case the observed travel time distribution is
weighted by the same exponential factor.

Next, we assume that the spins are hyperpolarized and the initial
magnetization per unit volume right after the hyperpolarizing, M0,
is much larger than the thermal equilibrium magnetization, Meq:
M0�Meq. After the hyperpolarizing, the magnetization begins to
decay toward the thermal equilibrium value, which can be approx-
imated to be zero, because Meq is negligible as compared with M0.
If Tpd is the mean travel time from the polarizer to the detector, the
magnetization of the unencoded spins in the detector is
M1 = exp(�Tpd/T1)M0. The inversion pulse is applied for time t be-
fore the detection. Just before the inversion pulse the average mag-
netization is M2 = exp[�(Tpd � t)/T1]M0. After the inversion, the
magnetization evolves toward the thermal equilibrium value
Meq � 0, and therefore the magnetization of the encoded spins at
time t after the inversion is �M2exp(�t/T1) = �exp(�Tpd/
T1)M0 = �M1. Hence, the observed normalized amplitude is

AoðtÞ ¼ �Wðx0; tÞ þ 1�Wðx0; tÞ ¼ 1� 2Wðx0; tÞ: ð15Þ

The observed travel time distribution calculated according to
Eq. (7) is

Wobsðx0; tÞ ¼
1
2
½1� Aoða; tÞ� ¼

1
2
½1� 1þ 2Wðx0; tÞ� ¼ Wðx0; tÞ; ð16Þ

i.e., T1 relaxation does not change the shape of the travel time dis-
tribution. It can be shown that the observed normalized amplitude
in the modified experiment is

AmðtÞ ¼ Wðx0; tÞ: ð17Þ

Therefore we can conclude that the observed travel time distri-
bution is weighted by the factor exp(�t/T1), when thermally polar-
ized spins are used in the experiment, but T1 relaxation does not
change the shape of the distribution in the case of hyperpolarized
spins.
3. Results and discussion

3.1. Plug-like flow in a capillary

In the first experiment, a mixture of hyperpolarized propane
(16%), propene (11%) and hydrogen (73%) gas flowed in a capillary,
which was set to lead through the encoding coil and the detection
coil (see Fig. 3). The encoding coil height, distance between the
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encoding and detection coils and flow velocity were approximately
the same as in the model system shown in Fig. 1a. Proton spin
polarization of propane was increased by PHIP technique along
with the experimental scheme termed ALTADENA [36]. The
scheme produces two large signals in the spectrum with opposite
phase arising from a polarized proton in CH2 and CH3 groups of
propane as well as much weaker signals from other, thermally
polarized protons. In practice, the latter signals were not observa-
ble. The details of the polarization procedure are described else-
where [23].

The travel time curve measured using the original pulse se-
quence is shown in Fig. 4a. The amplitude of the signal begins to
decrease at t � 50 ms, when the first inverted spins arrive in the
detector. The curve reaches its minimum value at t � 100 ms. The
minimum value is slightly above �1 most likely because of imper-
fect inversion pulse (the effect described by Eq. (9)). Notice that,
since we are dealing with hyperpolarized fluid, T1 relaxation does
not increase the minimum amplitude of the curve (see Section
2.6). The travel time distribution calculated by Eq. (7) has been
plotted in Fig. 4b. The maximum of the distribution was scaled to
be one in order to eliminate the effect of imperfect inversion pulse.
The shape of the distribution is characteristic of plug-like flow
(compare with Fig. 1c). The Reynolds number of the gas was esti-
mated to be very small (about 0.7), indicating laminar flow. How-
ever, as a typical diffusion coefficient D of a gas at room
temperature is on the order of 10�5 m2/s [37], the average diffusion
time of propane across the 150 lm capillary can be estimated to be
about 1 ms, which is much shorter than the travel time between
encoding and detection coils (on the order of 100 ms). Hence, fast
diffusion causes complete mixing of different flow lamellas, and
plug flow profile is observed instead of Poiseuille flow.

The travel time distribution is not perfectly rectangular because
of several factors, from which the most important are the axial dif-
fusion of the gas and imperfect, non-rectangular excitation profile
of the encoding coil. Because of the axial diffusion, the gas flow
propagator is not anymore the Dirac delta function shown in Eq.
(5), but it is [5]
Fig. 4. (a) Travel time curve of hyperpolarized propane flowing in the capillary
measured using the original travel time pulse sequence. Time resolution (time
between successive detection coil p/2-pulses) in the experiment was 8 ms. Number
of consecutive FID signals collected during one scan was 50. (b) Travel time
distribution calculated by Eq. (7) and the model function fitted to the measured
data points.
Pðxjx0; tÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
4pDt
p exp

�ðx0 � x� vptÞ2

4Dt

" #
: ð18Þ

Notice that the Taylor dispersion increases the effective diffu-
sion coefficient value by v2

pR2/48D in the long diffusion time limit
[38].

For determining the excitation profile of the encoding coil, 1D
spin-echo magnetic resonance image of a uniform water sample
were measured along the flow direction. The flip angle of the exci-
tation pulse depends on the strength of the transverse rf-field,
Brf(x), and consequently the magnitude of the transverse magneti-
zation after the pulse is proportional to sin[FBrf(x)], where F is a
constant. On the other hand, according to the principle of reciproc-
ity [39], the detection sensitivity is also directly proportional to
Brf(x), and therefore the image amplitude, A(x), in the 1D water
MRI experiment can be written as

AðxÞ ¼ CBrf ðxÞ sin½FBrf ðxÞ�; ð19Þ

where C is a constant. The transverse rf-field profile of the encoding
coil, Brf(x), was determined by the iterative fitting of Eq. (19) to the
measured image amplitudes. The flip angle of the inversion pulse in
the travel time experiment was assumed to be 2FBrf(x). In order to
calculate the theoretical travel time distribution, which takes into
account both axial diffusion and imperfect excitation profile, Eq.
(18) was substituted into Eq. (1) and W(x, 0) was assumed to be
cos2[a(x)/2], which is a factor arising from Eq. (10). Theoretical dis-
tribution was fitted to the experimental data points by letting
parameters vp, x0 and D to vary. Notice that change in vp changes
only the position of the travel time distribution, whereas change
in x0 changes both the position and the width of the distribution.
Change in D, in turn, changes only the shape of the distribution,
and therefore all the before mentioned parameters can be fitted
at the same time. The fit of the model curve to the experimental
data points is excellent (see Fig. 4b). Resulting parameter values
at 0.95 confidence level are vp = (332 ± 4) mm/s, x0 = (57.7 ± 0.5)
mm and D = (2.8 ± 0.9) � 10�5 m2/s. The values are reasonable:
Flow velocity vp is only slightly above the value measured by TOF
RD MRI experiment (300 mm/s) [23], detector location x0 is the
same as the measured value within the experimental accuracy
and, according to the Chapman-Enskog theory [40], diffusion coeffi-
cient of pure propane gas is 0.6�10�5 m2/s, but in the gas mixture it
is larger, as was observed. Hence, the results show also that RD tra-
vel time experiment could be used even as an alternative NMR
method that does not require magnetic field gradients for determin-
ing self-diffusion coefficient of fluids. The increase of the measured
diffusion coefficient caused by Taylor dispersion is insignificant,
only about 1.6%.
3.2. Poiseuille-like flow in a capillary

Original travel time experiment was carried out for water flow-
ing in the capillary, and resulting travel time distribution obtained
by substituting the measured travel time curve amplitudes to Eq.
(7) is shown in Fig. 5. The shape of the water travel time distribu-
tion indicates Poiseuille-like flow (compare with Fig. 1c). This is
reasonable, because the Reynolds number was estimated to be
small, about 25, implying that the flow is laminar, and the average
diffusion time of water (D = 2 � 10�9 m2/s [37]) across the capillary
(about 6 s) is now longer than the travel time (on the order of
200 ms), preventing complete mixing of flow lamellas. The distri-
bution has its maximum value at t = 180 ms, indicating that the
maximum flow velocity is vlmax = x0/t = 58 mm/180 ms = 320 mm/
s. The average flow velocity, which is a half of the maximum flow
velocity, measured by TOF RD MRI experiments is about 170 mm/s
[23], indicating that the maximum velocity is slightly larger, about



Fig. 5. Travel time distribution of water flowing in the capillary measured using the
original travel time pulse sequence. Time resolution in the experiment was 20 ms
and number of consecutive FID signals collected during one scan was 40. Fig. 6. Channel geometry of Chip 1 (a) and Chip 2 (b). According to the

manufacturer (Translume, Inc., Ann Arbor, Michigan), the tolerance of the channel
dimensions is ±20 lm. The chips were made of fused silica, and the height, width
and thickness of the chip plates were 40, 15 and 1 mm, respectively. The channels
were connected to the inlet and outlet capillaries by Nanoport connectors glued on
the top of the hole from the channel to surface of the chip indicated by circles in the
figure. Other details of the flow setup are described elsewhere [23].

Fig. 7. Travel time curve of hyperpolarized propane flowing in (a) Chip 1 and (b)
Chip 2 measured by the original travel time experiment. Time resolution in the
experiments was 8 ms. Number of consecutive FID signals collected during one scan
was 100.
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340 mm/s. The slightly smaller value deduced from the travel time
distribution may be a consequence of partial mixing of flow lamel-
las (see below).

A closer comparison of Figs. 5 and 1c reveals that measured and
model travel time distribution deviate slightly from each other be-
cause of several reasons. Firstly, the maximum velocity in the
experiment was slightly larger (340 mm/s) than in the model
(300 mm/s), shifting the maximum of the distribution toward
smaller travel times. Secondly, mixing of the flow lamellas during
travel time is actually quite significant due to transverse diffusion:
For example, the average diffusion distance in 500 ms is about
45 lm, which is almost one third of the radius of the capillary.
As a consequence of the mixing of the flow lamellas, the maximum
of the measured distribution is larger and the distribution ap-
proaches zero faster at larger t values than in the model distribu-
tion. Because of T1 relaxation, the distribution is also weighted
by the exponential factor shown in Eq. (13). Other, less significant
factors deviating the shape of the measured distribution from that
of the model distribution are imperfect excitation profile of the
encoding coil, axial diffusion and stretching and folding of the li-
quid in the bend of the tubing [41].

3.3. Gas flow in microfluidic chips

In the next experiment, hyperpolarized propane gas flowed
through Chip 1 containing an enlargement section between two
narrow channel sections (see Fig. 6a). The travel time distribution
measured by the original experiment is shown in Fig. 7a. The dis-
tribution can be thought to be comprised of three peaks, whose
maxima are at t � 70, 135 and 200 ms. Without any dispersion of
the gas molecules, the distribution would be rectangular as the
propagator for plug flow is the Dirac delta function, and the max-
imum value of the distribution would be one. Consequently, the
distribution profile shows that the dispersion of the molecules is
significant. Probably, the dispersion is largest in the inlet and outlet
connectors, as RD MRI experiments performed with hyperpolar-
ized xenon flowing in a similar chip implies that the connectors
comprise two volumes from which one is effectively connected
to the flow field and the other gets exchanged only slowly [20].
By comparing the travel time distribution and RD MRI result
[23], the first peak can be associated with the molecules inside
the large volume of the outlet connector, the second peak with
the molecules in the channels of the chip, and the third peak inside
the inlet connector volume during the encoding. The dips between
the peaks are likely caused by imperfect inversion of the spins due
to magnetic field inhomogeneity in the interface between the inlet/
outlet connector and flow channel.

The travel time distribution of propane gas flowing through
Chip 2 containing ladder-like channel structure is shown in
Fig. 7b. As in the case of Chip 1, the travel time distribution can
be considered to be comprised of three different peaks, whose tops
are at t � 65, 140 and 250 ms, and these can be associated with the
molecules originally in the inlet connector volume, chip channels
and outlet connector volume, respectively. The distribution profile
indicates that the dispersion of the molecules is significant also in
this case. Total travel time through Chip 2 is larger than in the case
of Chip 1, as the total channel volume in Chip 2 is about 1.7 times
larger that in Chip 1.
3.4. Comparison between the original and modified travel time
experiments

The travel time curve of hyperpolarized propane flowing in the
capillary measured using the modified pulse sequence is shown in
Fig. 8a. As indicated in Eq. (8), the curve is directly the travel time
distribution. Comparison between Figs. 8a and 4b confirms that the



Fig. 8. (a) Travel time curve of hyperpolarized propane flowing in the capillary
measured by the modified experiment. Time resolution and number of consecutive
FID signals collected during one scan were the same as in the original travel time
experiment shown in Fig. 4a. (b) The spectra measured at t = 114 ms, corresponding
to the minimum amplitude (i.e., maximum negative amplitude) in the original
experiment and maximum amplitude in the modified experiment.
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shape of the travel time distributions given by the original and
modified experiments is the same. Fitting of the model function
to the experimental data points resulted in almost equal values
of the parameters vp, x0 and D as in the case of the original exper-
iment (see Section 3.1); the differences were below 1%.

The spectra measured at the same travel time instance in the
original and modified experiment are seen in Fig. 8b. The baseline
of the spectra in the original experiment is distorted and its aver-
age level is much above the zero level. This is a consequence of the
background signal arising from the protons in the capillary walls.
The distortions in the spectrum of the modified experiment are sig-
nificantly smaller, demonstrating the ability of the modified exper-
iment to remove undesired background signals. However, the
suppression is not perfect, because the baseline level is slightly
above the zero level. Possibly, the relaxation time of the back-
ground signal is so short that it is comparable with the pulse
length, and this causes the imperfect suppression. The absolute
noise level in the travel time curves shown in Figs. 8a and 4a is
the same. However, the signal amplitude varies between �1 and
1 in the original experiment whereas the scale is from 0 to 1 in
the modified experiment, and therefore, effectively, the noise level
is double in the travel time distribution given by the modified tra-
vel time experiment, as can be seen by comparing Figs. 8a and 4b.
Hence, we summary that, on one hand, the modified travel time
experiment suppresses the signal of the unencoded spins and the
background signal and it reveals directly the travel time distribu-
tion without inversion, but, on the other hand, it effectively de-
creases the signal-to-noise ratio in the travel time distribution by
factor of two. Hence, the modified experiment is more practical
when the signal-to-noise ratio in the experiment is good enough.
4. Conclusions

Appearance of Poiseuille and plug flow in the remote detection
travel time curves measured from a fluid flowing in a capillary was
analyzed in detail. Experimental demonstrations showed that
water flow in the capillary corresponds to the Poiseuille-like flow
whereas gas flow in the capillary is manifested as plug-like flow
because of fast diffusional mixing. Quantitative analysis of gas flow
requires taking into account the axial diffusion of gas and imper-
fect excitation profile of the encoding coil. In the case of water
flow, another important factor is transverse diffusion which par-
tially mixes successive flow lamellas. We interpreted also how
geometry of the flow channels is reflected in the travel time distri-
butions measured from microfluidic devices. In addition, modified
travel time experiment, which removes the signal of the unencod-
ed probe fluid spins as well as the background signal arising from
the material inside or close to the detector, was introduced and
applied.
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